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Candidates should attempt ALL questions from Section A and ANY THREE questions
from Sections B.

SECTION A: Answer ALL questions in this section [40].

A1l. For the Markov chain whose transition probability matrix is given by P below classify
the states as transient or persistent (null or non-null)and as periodic or aperiodic.

01/21/2 0 0 0
0 0 0 1/3 1/3 1/3

p= 0 0 0 1/3 1/3 1/3
11 0 0 0 0 O
1 0 0 0 0 0
1 0 06 0 0 0
. (10]
A2. Prove that in a finite Markov chain not all states are transient. (5]

A3. Three white and three balck balls are distributed in two urns in such a way that
each urn contains three balls regardless of colour. We say that the system is in state
i,4=0,1,2,3, if the first urn contains 7 white balls. At each step, we simultaneously
draw one ball from each urn and place it into the other urn (swap them). Let X,
denote the state of the system at time n. Explain why {Xn,n = 0,1,2,3---} is a
Markov chain and calculate its transition probability matrix. {10]
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A4. Find the limiting(stationary) probability vector for the Markov chain having the tran-

B6.

sition probability matrix

17 2/7 4/7

P=11/2 1/3 1/6

1/2 1/4 1/4
(10]

. Let {Yy,n > 1} be a sequence of independent random variables with
P(Y,=1)=p, and P(Y, =—-1)=1-p
Let X, be defined by
Xo=0, Xnp1 =X+ Yop

Examine whether X, is a Markov chain. 5]

SECTION B: Answer THREE questions in this section [60].

The matrix below is the transition probability matrix [or a Markov chain which involves
tansitions between states 0,1,2,3.

0 1/2 0 1/2
0 0 1 0 |
P=19 0 01
/2 0 0 1/2
(a) Find the first return probabilities for state 0, f((,g) for n=1,2,3,4,5. [10]
(b) Find the mean recurrence times for the states 0 and 2. (10

B7. A garage's demand for carburetors each day is a random variable which takes values 0,1

or 2 with probabilities 0.3, 0.5, 0.2 respectively, each day’s demand being independent
of that of other days. If at the end of a day the garage’s stock of carburetors is less
than 2, it is made up overnight to a level of 3.(If the stock at the end of a day is not
less than 2 then there is no re-stocking). Let X, be the level of stock at the end of day
n.

(a) Determine the transition probability matrix for {X,}. 8]

(b) If the stock at the end of a particular day is zero, what is the probability that the
stock is again zero three days later? [12]
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(a) A fly walks along an equilateral triangle ABC. When it reaches a vertex it chooses

which edge to walk along next with equal probabilities. If it starts at A, find the
mean number of edges it walks along until it comes back to A(mean recurrent
time for state A). [9]
The matrices given below are transition probability matrices for two Markov
chains with states {0,1,2};

no@ ™ 0 1/3 2/3

G110 m g (i) 0o 1 0

g 0 p 1/4 3/4 0
For matrix (i) find the first return/passage probabilities fég) and fé?) for n =
1,2,3 6]
For matrix (ii) classily the states and state the class properties they have. {]

A counting process N(t) is Poisson process with rate X if it has independent and
stationary increments, and if in addition N(0) = 0;

Pr(N(8t) = 1] = A6t + o(6t); PriN(6t) = 2] = o(61) as 6t = 0
Using these conditions show that

PrN(t) = 1] = Me™

(10]
Paticnts arrive at a hospital emergency room at times which form a Poisson
process with rate A per hour. Each patient’s condition is independently either life
threatening.or not with probabilities @ and 1 — o respectively. The emergency
room’s consultant Las to attend a meeting which lasts for a time which is uniformly
distributed on the interval {1,2] hours.
Show that the probability that exactly onc patient with a life threatening condi-
tion arrives during a period of length ¢ hours is

e M,

(10]

I
END OF QUESTION PAPER
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